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1 DERIVING 𝜕𝜋 𝐽

Let us derive 𝜕𝜋 𝐽 for our setting, i.e., with 𝜋 = 0 and B = M.
We derive 𝜕𝜋 𝐽 in the direct illumination setting without loss of
generality:

𝐼direct =

∫
M

𝑓direct (𝒙)d𝐴(𝒙) . (1)

We skip the definition of 𝑓direct since it is irrelevant to this deriva-
tion.

The corresponding material integral is as follows:

𝐼direct =

∫
B
𝑓direct (𝒑)d𝐴(𝒑), (2)

where 𝑓direct := 𝑓direct · 𝐽 and 𝐽 (𝒑) = 1.
Their derivatives are derived by Zhang et al. [2020] and we first

prove the boundary components are equal:∫
ΔM

𝑓direct𝑉𝜕 dℓ (𝒙) =
∫
ΔB

𝑓direct𝑉𝜕 dℓ (𝒑), (3)

where ΔM and ΔB are the discontinuities ofM andB, respectively.
First, ΔM = ΔB since M = B and the only discontinuities of

M are those in the mutual visibility function as is the case with
B, because M is closed and the normal map of M is continuous.
Second, 𝑓direct = 𝑓direct since X(·, 0) is the identity map.

The curve normal velocity 𝑉𝜕 is defined as

𝑉𝜕 (𝒙) := 𝜕𝜋𝒙 · 𝒏𝜕 (𝒙), 𝒙 ∈ ΔM . (4)

Since 𝒙 = X(𝒑, 𝜋) for 𝒑 ∈ ΔB,

𝜕𝜋𝒙 = 𝜕𝜋𝒑 + 𝒗 (𝒑) . (5)

Since 𝒏𝜕 (𝒙) = 𝒏𝜕 (𝒑) and 𝒗 (𝒑) · 𝒏𝜕 (𝒑) = 0 because 𝒗 points along
the surface normal,

𝑉𝜕 (𝒙) = 𝑉𝜕 (𝒑) . (6)
Therefore, the boundary integrals are equal, and that means the
interior ones are also equal:∫

M
𝜕𝜋 𝑓direct + 𝑓direct^𝑉 d𝐴(𝒙) =

∫
B
𝜕𝜋 𝑓direct d𝐴(𝒑), (7)

Figure 1: In the tangent plane at 𝒑B, we perspectively project
dℓ (𝒑D) onto dℓ (𝒑B).

where ^ is the total curvature of M = B and

𝑉 (𝒙) = 𝒏B (𝒑) · 𝒗 (𝒑), (8)

is the “normal velocity” of 𝒙 = X(𝒑, 𝜋) with respect to 𝜋 at 𝜋 = 0.
Note ^ has the opposite sign in our case than in [Zhang et al. 2020]
because we assume our implicit surface has negative sign inside
and positive sign outside and thus has its gradient pointing outward
aligning with the surface normal.

Since B = M, the integrands are equal:

𝜕𝜋 𝑓direct + 𝑓direct^𝑉 = 𝜕𝜋 𝑓direct . (9)

And since 𝑓direct := 𝑓direct · 𝐽 and 𝐽 (𝒑) = 1, by the product rule,

𝜕𝜋 𝑓direct = 𝜕𝜋 𝑓direct + 𝑓direct𝜕𝜋 𝐽 . (10)

Substituting Eq. (10) for the right hand side of Eq. (9),

𝜕𝜋 𝐽 = ^𝑉 . (11)

2 DERIVING BOUNDARY SEGMENT
We derive

𝐽𝐵 (𝒑B,𝝎B) := dℓ𝑡 (𝒑S)dℓ𝑛 (𝒑S)dℓ (𝒑D)
d\ (𝝎B)dℓ𝑛 (𝒑B)dℓ (𝒑B)

(12)

in this section.
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Figure 2: We go from dℓ𝑛 (𝒑B) to d𝛽, to 𝑡 · d𝛽, and finally to
dℓ𝑛 (𝒑S).

Step one. We first derive dℓ (𝒑D )
dℓ (𝒑B ) , illustrated in Figure 1. We per-

spectively project dℓ (𝒑B) onto dℓ⊥ (𝒑D). Their ratio is the same as
the ratio of their depths, i.e.,

dℓ⊥ (𝒑D)
dℓ (𝒑B)

=

��𝒑S𝒑D
����𝒑S𝒑B
�� . (13)

Letting the anglemade by dℓ (𝒑D) and𝒑D𝒑S be\𝐷 , by the Pythagorean
theorem,

dℓ (𝒑D)
dℓ⊥ (𝒑D)

=
1

sin\𝐷
. (14)

Combined together,

dℓ (𝒑D)
dℓ (𝒑B)

=

��𝒑S𝒑D
����𝒑S𝒑B

�� sin\𝐷 . (15)

Step two. Nowwewill derive dℓ𝑛 (𝒑S )
dℓ𝑛 (𝒑B ) . We focus on the slice plane

spanned by the vector 𝒑B𝒑S and the surface normal vector at 𝒑B

as in Figure 2. Let 𝑟 be the radius of the osculating circle at 𝒑B, 𝑡
the distance between 𝒑S and 𝒑B, and \𝐵 the angle made by 𝒑S𝒑B

and dℓ𝑛 (𝒑S). For brevity, let’s denote dℓ𝑛 (𝒑B) and dℓ𝑛 (𝒑S) as dℓ𝐵𝑛
and dℓ𝑆𝑛 respectively. Then

dℓ𝐵𝑛
d𝛽

= 𝑟, (16)

and
dℓ𝑆𝑛
d𝛽

=
𝑡

sin\𝐵
. (17)

Therefore
dℓ𝑆𝑛
dℓ𝐵𝑛

=
𝑡

𝑟 · sin\𝐵
. (18)

The radius of the osculating circle at 𝒑B is the reciprocal of the

normal curvature ^ along
−−−−→
𝒑S𝒑B. Substituting ^ for 1/𝑟 and |𝒑S𝒑B |

for 𝑡 ,

dℓ𝑆𝑛
dℓ𝐵𝑛

=
^
��𝒑S𝒑B

��
sin\𝐵

, (19)

Figure 3: In the tangent plane at 𝒑B, we project 𝑑\ (𝝎B) onto
the tangent plane at 𝒑S.

Step three. Lastly, as illustrated in Figure 3, we perspectively
project differential angle 𝑑\ (𝝎B) onto the tangent plane at 𝒑S, and
the ratio again is the ratio of the depths modulated by a sine factor
as in the first step, i.e.,

dℓ𝑡 (𝒑S)
𝑑\ (𝝎B)

=

��𝒑S𝒑B
��

sin\𝑆
, (20)

where \𝑆 is the angle made by the curve tangent at 𝒑S and
−−−−→
𝒑S𝒑B.

Putting everything together,

𝐽𝐵 (𝒑B,𝝎B) (21)

:=
dℓ𝑡 (𝒑D)dℓ𝑛 (𝒑S)dℓ𝑡 (𝒑S)
dℓ𝑡 (𝒑B)dℓ𝑛 (𝒑B)𝑑\ (𝝎B)

(22)

=

��𝒑S𝒑D
��^ ��𝒑S𝒑B

��
sin\𝐷 sin\𝐵 sin\𝑆

. (23)

3 DIFFERENTIABLE PIXEL FILTERWEIGHT
Vicini et al. [2022] discovered that making the pixel filter normal-
ization weight differentiable reduces noise in the interior integral.
Yu et al. [2022] claim the path-space differentiable rendering for-
mulation cannot benefit from differentiable pixel normalization
weight.

We give a mathematical formulation for this method and demon-
strate that path-space differentiable rendering can also benefit from
pixel normalization weight as well as reparameterization can.

Let the value of a pixel be formulated as follows:

𝐼 =

∫
P 𝑤 (𝑥)𝐿(𝑥)d𝑥∫

P 𝑤 (𝑥)d𝑥
, (24)

where P is the support of the filter and 𝐿 is the incoming radiance.
To make the filter weight𝑤 differentiable, we have to project P

onto some other domain we denote X. With reparameterization,
the domain is the unit sphere S2. With path-space differentiable
rendering, the domain is the reference surface B. Let the projection
be T. We change the integration domain by the projection T, i.e.,

𝐼 =

∫
X 𝑤 (T(𝑥))𝐿(T(𝑥)) 𝐽Td𝑥∫

X 𝑤 (T(𝑥)) 𝐽Td𝑥
. (25)

Let the numerator be 𝐹 and the denominator be𝑊 . Differentiat-
ing 𝐼 gives

𝜕𝜋 𝐼 =
𝜕𝜋𝐹

𝑊
− 𝐹 𝜕𝜋𝑊

𝑊 2 . (26)
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(a) FD (b) Antithetic (c) Diff. Weight

(d) Antithetic (Interior) (e) Diff. Weight (Interior)

Figure 4: We also confirmed that differentiable pixel nor-
malization weight reduces variance in the interior integral
and the primary boundary integral. (b) and (c) show differ-
entiable pixel normalization weight achieves less variance
with half as many samples as antithetic sampling. (d) and (e)
show that differentiable pixel normalization weight makes
the interior integral to include part of the primary boundary
integral, which reduce the primary boundary integral’s value
and thus its variance.

The first term on the right hand side is what we would get if we did
not let𝑤 differentiable. So it follows there is less variance with the
second term than without. Note the expectation of the second term
is zero since𝑊 is a constant and its derivative 𝜕𝜋𝑊 is thus zero.

𝜕𝜋𝑊 introduces another primary boundary integral. This pri-
mary boundary integral needs to be directly sampled and estimated
by path-space differentiable rendering methods, but is automati-
cally handled by reparameterization methods. And this is why Yu
et al. [2022] find differentiable pixel normalization weight does not
apply to path-space differentiable rendering.
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